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Earth System Science & Applications Advisory Committee (ESSAAC) 

XVII Meeting 

February 18–19, 2004

Host Welcome—Charlie Kennel, Scripps Institution of Oceanography

Dr. Kennel welcomed the group, noting the strong relationship between Scripps and NASA. Decades ago, Scripps began a facility that launches ships worldwide. Some 12 years ago, a meeting was held at Scripps at which the stage was set for EOS (Earth Observation System). Now UCSD is beginning to work on a new instrument—the Global Earth Observing Machine—through which they will be able to forge a closer relationship with NASA. (John Orcutt will direct the new department.) It is important to develop scientific, managerial, and technical institutional structures to ensure the continuation of the university as a facility to provide the basis of solid Earth science programs.

ESE Overview—Ghassem Asrar, NASA HQ

Dr. Asrar thanked Dr. Kennel for his hospitality. He noted the achievement by the community at large of the EOS Aqua launch two years ago, begun in partnership with academia, industry, and Scripps. We are at the critical juncture when we should think about the next decade. The entire NASA family is delighted by the President’s grand vision of searching for Earth-like planets. It makes understanding the Earth even more important, so NASA must reassess its information infrastructure. At the same time NASA must maintain stability and continuation, i.e. continue to provide the services and products we are all accustomed to, and improve and evolve the system to prevent its becoming obsolete. 

NASA and ESE Overview

Dr. Asrar showed the latest ocean modeling activity from JPL, the ECCO Global Ocean Simulation. The same group at JPL has been supporting solid Earth modeling with satellites like the ICESat, now in orbit measuring ice sheets for elevation maps.

Seeking strategic alignment of sponsored research, NASA has turned over a major portion of the research portfolio through NRAs, resulting in grants totaling some $170 million (a third of the program). NRAs include:  EOS recompetition, interdisciplinary science, radiation/chemistry/climate, precipitation, oceans and ice, and the carbon cycle. Over the past 2 years, the Applications Program has been winding down grants from the heritage program.

Status of Selected Missions

Aqua is being shipped to VAFB on February 20 for a planned June launch. The CALIPSO payload was shipped to France for integration on spacecraft on February 11, and the CloudSat bus is ready, but the radar is experiencing technical difficulties with high voltage power supply. The combined CloudSat and CALIPSO launch is planned for the second quarter of 2005. The NPOESS preparatory project is on track for a launch in late 2006. They are nearing completion of programmatic arrangements and deciding whether to add wide-swath capability to the Ocean Surface Topography Mission. The cost of adding wide-swath capability is about the same as the cost of the launch itself, but it has practical application and utility that both DOD and NASA would like. The orbiting Carbon Observatory, Aquarius, and Hydros completed the risk reduction phase and have been authorized to enter into the formulation phase.

To secure continuity of land remote sensing data, a public-private partnership was attempted for the Landsat Data Continuity Mission. In the single proposal received, the prospective partner offered to contribute 2% of the total cost; the government would contribute 98% and be committed to buy data from that company for a decade. This is not in the best interests of the taxpayers, but a better formula could not be found. Therefore, a NASA-led team is considering a range of options to secure the continuity and stability of Landsat observations; the plan should be finalized and a solicitation issued in June.

The high probability of a data gap with LDCM necessitates a bridge mission to fill that gap. The assessment study is expected to be completed in May. The government may issue a multi-agency solicitation to seek proposals for spacecraft, OLI, other complimentary payloads, ground system implementation, etc. NASA’s goal is to have a provider and a contract by the end of this year. Development takes about 42 month, so we are about a year behind the original LDCM schedule. NASA is working in parallel with USGS to try to minimize the effect of any discontinuity on users.

The Future

In the 12 years since the EOS Program was begun, we have put 18 satellites (and will have 21) in orbit with 80 to 90 instruments for a total cost of less than $8 billion (half the expected cost). By the end of this decade, NASA will return the Space Shuttle to service and then retire it after completion of its role in the construction of the International Space Station. Assembly of the International Space Station will be completed, and research on it refocused to exploration factors that affect astronauts’ health (i.e. life at 0 g and radiation—not life science or materials science); crew and cargo systems will be acquired as necessary. A Crew Exploration Vehicle will be developed to travel beyond low Earth orbit—the first new U.S. human space flight vehicle since the 1980s—and it will undertake the first automated test flight by the end of the decade. A series of robotic missions to the Moon will begin by 2008, by which we will use the Moon as a laboratory to understand radiation and building infrastructures in space—Moon is a stepping stone, not an end in itself. Mars is the next destination. Other Solar System exploration—Jupiter’s moons, asteroids, etc.—will be conducted with robots. Advanced telescopes—one of the enabling technologies that will make these goals a reality—will search for Earth-like planets. The White House has established a commission to investigate methods of implementation.

NASA was facing a 3% budget reduction in 2005; instead NASA will receive an increase of $1.1 billion over FY2005-2009. The Space Shuttle and the International Space Station will be incorporated and subsumed into the plan. NASA will receive 0.7% of the total federal budget, which will be devoted to 7 programs:  space flight (41%), space science (26%), exploration systems (11%), Earth science (9%), aeronautics (6%), biological and physical research (6%), and education (1%).

The Earth Science Enterprise comprises 4 elements:  Research, representing a 7% increase; Observing and Information Systems, with decreasing activities, consistent with completion of the first phase of the program and moving EOS from development to operations; Advanced Technology, undergoing a major reduction as part of the proposal to phase out the New Millennium Program and computational technology; and Applications and Education, which remains the same for the next 5 year. Increasingly, NASA will depend on partnerships with other agencies.

In sum, the budget preserves a robust Earth science program and at the same time contributes to NASA’s exploration vision. Specifically, the budget allocates $54 million for the Climate Change Research Initiative; $141 million for development of NPOESS preparatory project (36% above FY2004); $432 million to maintain Landsat continuity; $560 million for research (7% above FY2004), allowing research on data from 80 sensors on 18 operating satellites; and $240 million for missions in formulation (37% above FY2004), including the Orbiting Carbon Observatory, Aquarius. The Earth Science Program has expertise in studying planetary systems, managing large data volumes, integrating diverse data types, creating new instrument technologies, and formation flying of multiple satellites. And, knowledge about Earth is critical to the exploration vision of looking for Earth-like planets, e.g., models for landing Spirit came from the Earth Science Program. 

Discussion

· Over the next decade, as competition for money gets tougher, people will wonder what NASA contributes to Earth science that no one else can. The Earth science community defines and communicates priorities differently than the space community. We need to talk about the Earth science community’s interests, what it would like to do over the decade, and how NASA can facilitate this.

· We lack a long-term vision like vision the EOS program had in the late 1980s. NASA has been constructing roadmaps, but no one appears to be coordinating those maps. One position is that with EOS we established a firm foundation from which to learn, and future generations will decide what direction to take. Others posit that we can learn from that knowledge and define what the next set of observations should be, e.g., Terra and Aqua are successful capabilities, and now they are stabilized in perpetuity because they have been built into newer systems. We have done the same thing for the oceans. But these things can’t be done in the absence of knowledge and technology. Meanwhile, we are still talking about managing a past vision; we need a future vision, but to achieve that we need to decide what we want to do and then devise a mission that addresses it.

· Developments during the mid-1980s were concepts of Earth system science, but development of new scientific concepts got materialized in the concept of EOS. The concepts were primitive and naïve in the 1980s, but now we see how the whole thrust will work out and we’re digesting this new understanding. Because we have gotten to this stage in that evolution, it is time to start a new one. We should start with the science and what we want to do and assess all the changes that have taken place since 1990 (including information science).

· The National Research Council study reports that there is not enough money to pursue all goals and objectives of the Climate Change Science Plan, although the plan’s priorities are perfect. We could build into the planning process flexibility, e.g., international partnerships, which have been tremendously successful, but were something we couldn’t quantify at the beginning of the EOS program. (We also couldn’t afford to do EOS in its entirety when we began.) In addition to a long-term vision, there’s another fundamental reason to move incrementally. In order to have a 10- to 15-year vision, you have to know whether climate predictions are accurate. All the parts of a scientific program directed to uncertainty ignore how the public deals with uncertainty. A root of the problem may be that the people formulating the vision in the 1980s are some of the same ones at the table today.

· We don’t need another measurement system. Yesterday (at the ESISS meeting) the focus was on archiving measurements, not providing an information system for a living planet that we should manage more responsibly. This has not been articulated and should be a vision at the highest level. There is no way a program can be sold on the same principles and premises that EOS was sold 10 to 15 years ago; we’ve got to demonstrate that we are making progress, not producing more of the same. We gained control of the measurement system; now we need information systems that will drive the measurements and build a support framework within which we’ll have everyone’s attention.

· Budget numbers show an actual decrease in funds, but the exploration piece of the pie chart increases. Earth science can benefit from determining which of its activities support space exploration, however, because space scientists have the technology tools, Earth scientists would become the customers. Space scientists will have many of the same objectives as Earth scientists and they will have to develop the tools Earth scientists need.

· While the President’s vision for space exploration is exciting, Earth science understanding and information can be equally compelling. We’ve seen roadmaps at previous meetings, but we have no destination. We need to devise a mission as compelling as the mission to Mars. Besides being compelling, it’s crucial—many functions of our society require development of appropriate, data-driven Earth system science.

Chair’s Remarks and Review of the Agenda—Larry Smarr, UCSD

What is emerging from the meeting is a technology plan in which scientists can work together on whatever science of the Earth emerges. In that environment, you will be able to define a new and appropriate approach to Earth science. The Grid is driven by the commercial world, which is larger than NASA. Earth science is fortunate because NASA and the telecommunications world are moving in the direction we would need it to, so the real question is how we can take advantage of this in the 21st century. Today we’ll hear how a knowledge environment, regardless of content, gets constructed. The speakers (and their agencies) are further along in development, because they don’t have NASA’s legacy of being pioneers.  NASA did it first, and now they have the advantage of learning from that example and capitalizing on the new generation of information technologies.  However, NASA contributed by inspiring them and showing that it could be done; now they will pay back by telling us how they did it. 

Technology Subcommittee Report—Fawwaz Ulaby, Univ. of Michigan

At the November 2003 meeting, the Technology Subcommittee (whose members Dr. Ulaby listed) made the following observations and recommendations. As with many of NASA’s technology programs, there is a need to maintain balance:  between supporting core competencies within the agency, and investing in out-of-house technology development in industry and academia; between technologies NASA developed in its technology portfolios, and integrating technologies developed by other agencies; and between industry state of the art and state of practice, and university and other government labs’ state of the art and state of practice. The Technology Subcommittee is not aware of the process by which NASA manages to balance these issues, and requests a briefing from ESTO on this topic. NASA’s technology program can greatly benefit from similar technology investments made by DoD and industry; therefore NASA must form closer connections with relevant labs and with industrial labs funded by DoD. 

The first meeting dealt with NASA’s laser program and resulted in the following observations and recommendations:

· The Earth Science Enterprise’s emphasis on active sensors, including lidars, is well placed and should be accelerated. However, meeting all science needs will require more funding, so the Earth Science Enterprise should increase the funding for sensors or narrow its scope.

· NASA should take a systems view when setting requirements for lidars. Similar tradeoffs should be considered between the use of expensive, data-intensive pulse digitization vs microlaser high-PRF technology.

· The Laser Risk Reduction Program (LRRP) does not appear to have made progress toward reducing the risk of laser failure, nor does it appear to have clearly defined objectives and deliverables. Even though the LRRP budget is $9 million, apparently only a small fraction of that has been spent on risk reduction studies. Is testing done in a realistic environment and configurations? Will the 1-micron laser GSFC is building be different from other available 1-micron lasers?  NASA should evaluate the program.

· Greater attention should be paid to the data aspects of laser technology to ensure optimal use by the science community.

The next Technology Subcommittee meeting will be held April 13-14 in Washington, DC, at which they will hear NASA’s response to laser-related questions and will review microwave technology. A Fall 2004 meeting will focus on communication systems and data processing.

Data Grids, Digital Libraries, and Persistent Archives—Reagan Moore, San Diego Supercomputer Center

Several NASA groups use Grid technology:  the Information Power Grid at Ames and Goddard; ESIP Federation (University of Maryland); Goddard’s Data Management System; and the EOS petabyte store (West Virginia). The Grid is a national partnership for advanced computational infrastructure whose technology is used by numerous other disciplines and communities. It incorporates data management concepts of:  collection, the mechanism used to provide a context, which is  applied to the content brought into the collection; context, the information that describes the digital entities in a collection; context metadata—descriptive, administrative (data community), structural (communities that focus on data manipulation),  behavioral, or authenticity (preservation community); metadata standards; and curation, the process of creating the context. All processes need a mechanism to assert that the collection has global properties of completeness, homogeneity, and consistency (assertion that the context represents the content). Knowledge extraction is managed by the information technologies of data collecting (sensor systems), data organization (collections), data sharing (data grids), data publication (digital libraries), data preservation (persistent archives), and data analysis (processing pipelines). Data grids address issues of heterogeneity, distributed data sources, scalability, and preservation (data must migrate from old to new processes). The Grid provides abstraction mechanisms to do these things, as well as underlying abstractions required to support digital libraries (curation processes, distributed collections, discovery, and presentation series) and persistent archives. 

Challenges to data management are:  distributed data sources when the data reside at a several locations; heterogeneity of multiple types of storage repositories; scalability, i.e. support for billions of digital entities, petabytes of data; and preservation of data in an environment of technology evolution, i.e. knowing that any infrastructure components we build today will change within 3 years.

Data grids have infrastructure components in common, namely:  federated client-server architecture so the servers can talk to each other independently of the client; infrastructure for individual naming—logical names for user, resources, files, applications—which must track logical names to names within the system; collective ownership of data with infrastructure-independent access control lists; context management to record state information in a metadata catalog from data grid services such as replication; and abstractions for dealing with heterogeneity. 

In implementing a data grid, you’re implementing virtualization systems. Storage repositories for archives, databases, and file systems each have a different access mechanism, so each must be subjected to virtualization to have a common set of operations for interacting with every type of storage repository. Operations that must be supported include remote operations, Unix file system latency management, procedures, transformations, third party transfer, filtering, and queries. A 3-level technology environment enables these facets of data management, from software to translation from storage software to access mechanisms (storage abstraction), to a catalog abstraction. How the middleware is built depends on commodity storage systems and databases. One issue is managing consistency between content newly put into the database and content that has already been stored in the database.

The San Diego Supercomputer Center manages 8 digital libraries, 7 data grids, and 2 persistent archives (i.e. 90 terabytes and 16 digital entities), and each group using this technology is putting more and more information into it. The user community is represented by a visiting professor who wanted to have a common name-space with his students at Rutgers (this is considered as one user, the one who registered the data). Another example is a researcher at the University of Washington who wanted to make 20 years’ worth of data available through a Web interface (it took 10 minutes to register 18,000 files). The hard part is deciding on the descriptive metadata. Persistent archives have to hold data longer than 3 years, e.g., the National Archives had 1 terabyte on CD-ROMs that ran on Windows 95 supported by a company that no longer exists, so they migrated their data into the Grid. For this environment to work you have to manage the content and manage changes to databases (each administrator can manage 15 projects).

The challenge isn’t that we have data or information, nor that we need knowledge relationships. It’s that we’re starting to understand how to organize, manage, and describe it. Now we must build a system that works on multiple characterizations and we need technology that works across all the variants to form the nervous system that manages an integrated environment.

Discussion

· A key challenge is translation of metadata concepts. Semantic labels used by each discipline are unique to that discipline and to their collections. The problem is compounded by the fact that the meaning of a term changes with time. Therefore, a domain expert who knows standard practice within the discipline is needed to do the actual linking. 

· Building a storage broker system is a Herculean task. The Grid has been built on the experience of the computer science community (and the file systems work very well), but the set of operations needed exceeds current file system operations, and new operations that should be supported are continually appearing. However, only a small number of interfaces must be provided, namely, storage abstraction and access abstraction. Moreover, the standards we use are evolving so rapidly that they’re more difficult to work with than the legacy systems. An additional environment is the systems in actual use today with communities we want to support. But none of these are mutually exclusive.

· In this process we are thinking about where we want to go in 5 to 10 years, while NASA is the using the technology today. We need a coalition of the willing (the early adopters) to quickly get prototyping experience to determine which problems are unique and which are general and can be handled by generic infrastructure.

· It will evolve into integrating knowledge-management environments. Naming conventions are still arbitrary and require technology to determine how semantic labels are related. 

Globus—the Middleware of the Grid—Larry Smarr, UCSD [for Carl Kesselman, USC–ISI]

Europe’s data grid effort is considerably ahead of ours in the United States. The “middleware” is a service-oriented architecture needed for resource sharing and coordinated problem solving in dynamic, multi-institutional, on-demand, virtual organizations. The open-grid services architecture (OGSA) is built on Web services standards. However, Web services tend to be persistent, whereas the Grid is meant to be ephemeral. Grid-Web services convergence has been completed, which is a major milestone.

XML (extensible markup language) is the lingua franca of the Web. Globus is a middleware that emerged from the academic world about 5 years ago. The Supercomputing 95 I-WAY was a science-driven activity to get science to work over this distributed environment, which led to Globus developing as a generic software and the Grid. Because it was a standards-based activity, there were many efforts by various companies (e.g., Microsoft, Oracle, IBM) to contribute to Globus, which is open-source, and it is no longer an academic subject.

The GEON Project, e.g., was a close collaboration between geoscientists and IT to interlink databases and Grid-enabled applications. Involved were deep data modeling of 4-dimensional data (situating 4-dimensional data in spatial, temporal, topical, and process context with semantic integration), Grid computing, and iteration environments. GEON will produce a digital map, geochemical database, geophysical database, geochronologic database, and structural database. Each node of the system runs on the same software stack.

Whenever possible for Web services and Web services management, they at Globus try to involve emerging companies so they don’t reinvent something. Users can’t reserve time on the Web (as they had to with the original mainframe computers). An international scale OptIPuter, starting in the labs and building out, is operational over the first set of 76 international GE TransLight lambdas, and OptIPuter software architecture for distributed virtual computers will become a national-scale collaboratory in 2004. Goddard has been funded to link to SIO via the National Lambda Rail partnership. 

Discussion

· There’s a dynamic of politics between Web services (persistent) and Grid services (transient). 

What Makes a Successful Grid Application?—Jim Gray, Microsoft

Whatever the Grid becomes is the answer. So far, it’s an old style batch process, but remote databases and Web services (Web sites designed for programs, not people) should be added. Wide use indicates success, and the Internet has hundreds of millions of users. Successful Grid application implies content plus applications to access the content. (Industry readily uses databases, but scientists do not because their spatial support is poor; they need a Web service.) Examples of successful Grid applications are e-mail, the Web, bulletin boards and chat rooms, NLM, USGS, and NASA. The USGS’s TerraServer visualizes the United States at 1-m resolution. The USGS puts everything (topomaps, photomaps, etc.) into a UTM projection system. Although TerraServer is designed to be visual, a common requirement uses coordinates, and you have to tease the pixels apart and reformat them.

Next-generation data analysis is possible using the Grid. Astronomers are looking for needles or haystacks; needles are easy for computers to find, but haystacks are difficult because the algorithms no longer work. The virtual observatory (worldwide telescope) can get all data about a query from every telescope. People who collect the data curate it. Data cannot be moved to the desktop, so the database must be queried. (“Files” is the wrong metaphor because you can’t download a petabyte, which is still called a file.) Starting with SDSS and GriPhyN, they recognized that data will never be centralized. 

SkyServer, a federation of all the archives in the world (about 12), was the required outreach effort. A query (an XML character string), e.g., all objects where Z is greater than 4, is sent to a portal (there’s one in Cambridge, one in Baltimore) and answers came back to the SkyQuery Portal. This multi-step data analysis may have a bandwidth problem, so at the portal people can create their own space. Users can also batch schedule to accommodate a query that will take an hour or more, whereas others will take a few minutes. Now SkyServer is the prototype for an open architecture and is being copied onto Oracle/DB2, Linux, etc. Because there are only about 10,000 astronomers, who deal with physics, they are a good group to start with (biology, e.g., is much more complicated). One problem is that scientists in various disciplines don’t have a common language; UCDs (universal content descriptors) are an attempt to deal with this. 

Discussion

· While astronomical data have no value—Open Sky says if you take a picture it’s public information—that is not extensible to Earth science data. 

· A deeper problem, which relates to commerce, not astronomy, is who gets satellite data first.

· Databases are unsatisfactory for science because of poor support for spatial structures, but time is also advective. No database does a good job of tracking spatial phenomena like a school of fish or a wildfire. 

NIH’s Biomedical Informatics Research Network—Mark Ellisman, UCSD

The NIH environment is characterized by a huge privacy problem and no culture of data-sharing. Biologists often live in a single narrow area and seldom know about neighboring areas of their discipline. Furthermore the disciplines are dynamic. 

For the juncture between advanced computational infrastructure and imaging, NIH wants a paradigm change. It needs a test bed for biomedical knowledge infrastructures that will create and support federated bioscience databases, data integration, interoperable analysis tools, and data-mining software and will be scalable and extensible, driven by research needs (pulls), not technology (push). They provided $30 million for the BIRN (Biological Information Research Network). Project objectives were:  to establish a stable, high-performance network linking key biotechnical centers and general clinical research centers; to establish distributed and linked data collections with participating groups; to integrate image analysis and visualization software and make them interoperable; and to facilitate use of computational Grid infrastructure and integrate BIRN with other middleware projects. 

They created a coordinating center to bring together technology in 3 databases—“mouse BIRN” (animal models of disease to test drugs and other treatments); MRI study of depression, and Alzheimer’s disease. They built the infrastructure by having participating researchers order equipment and send it to San Diego, where it was installed in 6 months. The equipment they pioneered is now the software for the BIRN Virtual Data Grid. The BIRN portal was built using distributed computer technology, layered in:  tools and utilities; scientific workflows, applications, and pipelines; grid interfaces; middleware; and hardware. The user may not be authorized to use all sites. BIRN may launch a science workflow that results in data display, e.g., tomography workflow. The Grid is abstracted away from the end user. High-performance or distributive computing allows it to run across environments and across domains. Results are displayed in a Java output. With it, they can combine information from various sources (MRI, microscopes, etc.), integrating multi-resolution sources. It’s a way of looking at a forest to examine a single tree. And, the tools are so flexible that within 6 hours of a recent request for help with SARS from Taiwan, they could to share chest x-rays.

Discussion

· They had 6 months to develop this, so initially they had to use a single method; now they allow various softwares and hardwares. Researchers will be able to download software from the BIRN site, so BIRN will be able to maintain the security required for medical data.

· Most participants had been feeding and competing at the same trough—it was NIH money that forced them to cooperate and federate, the sociology of which is the challenging part.

Networks and Grids for Science and Global Virtual Organizations—Harvey Newman, Cal Tech [speaking from Rio de Janeiro]

The CERN scientific program involves some 475 institutions. The problem involves dealing with volume, e.g., HEP data are petabytes of information, which will become exabytes. Bioinformatics and high-resolution imaging offer a different class of challenges. The trend is toward grids, which require reliable, quantifiable networks to drive them.

The Large Hadron Collider (LHC) is being built to look for new constituents of mass in the universe. Data are produced once and analyzed many times, creating more data. The concept of LHC data grid hierarchy gives a simplified view of data acquisition, processing, and analysis. Tier 0 + 1 are at the CERN center; Tier 2, other centers; Tier 3, individual physics groups’ data caches; and Tier 4, at the desktop. The key role of networks has led us to be co-developers, more than early adopters. Bandwidth demand is expected to increase to 2 terabytes per second within 5 years. Now performance is distance-independent.

Internet2, or Abilene, extends between Chicago and Los Angeles; IPv6 reached 4 gigabytes/second. The roadmap grew out of requirements estimates. Currently a 10-gigabyte link extends between Chicago and Geneva. Production networks will, at a conservative estimate, increase from 0.155 in 2001 to a terabit by 2013. 

HENP Lambda Grids are fibers for physics, and how these data will be accessed must be considered. The global collaboration already handles 100 to 200 transactions per day. The grid must have the ability to handle terabyte-sized data sets. Implementing transactions in this way as part of the Grid concept will enable the science. There’s been a lot of progress in network backbones, e.g. , the global optical ring, Gloriad (constructed by the United States, Russia, and China). Little Gloriad transmits at 150 megabits per second and by 2005 will increase to 10 gigabits per second. The practical use and geopolitical importance of such connectivity outside Moscow would have been deemed impossible several years ago. GLIF (Global Lambda Integrated Facility), 10-gigabit wavelengths for research and exploration network development, are proliferating across continents and oceans. This project uses the lambda network for science applications, and system issues as to management are appearing. The NLR (National Lambda Rail), optical, multi-wavelength community-owned or -leased fiber networks for research and exploration, will shape the next interation of the Internet (Internet2, which is the de facto research and exploration network). This national initiative is complemented by regional dark fiber initiatives in 18 U.S. states, and it is a worldwide trend. Dark Fiber in Eastern Europe, e.g., Poland, has implemented the PIONIER network.

Global Grids now being built are classical, HENP, and service-oriented grids. The original computational and data grid concepts are largely stateless, data-intensive, and resource-constrained (thousands of users are competing for resources at many sites). Mission-oriented research is moving to OGSA and then to managed integration systems. Boundaries between peer subgroups are dynamic:  we can share resources and collaborate on super-symmetry working groups, which will trigger studies, new phenomena groups, and individual research. Web services are one approach, but the architecture requires a Web server. Global services and grid-wise execution services constitute a new class of services for these systems structured peer-to-peer—clients don’t engage in it, but servers do. The key role of networks has been considered a state in managed resources, involving end-to-end monitoring and real-time tracking and increasing degrees of intelligence. 

In the end, it’s all about people for this collaborative system begun in 1996 and which is now in 103 countries. Network backbones have grown to 2.5- to 10-gigabit range in less than 2 years. However, there’s a digital divide:  network improvements are especially needed in southeastern Europe, Latin America, China, Russia, and  much of Asia and Africa. Work will continue in concert with Internet2, TGerena, APAN, AMPATH, etc. Working to overcome this digital divide would be the first recommendation, and there are many ways to do this—through policies and pricing, inter-regional projects, help with modernizing the infrastructure, participation in standards development, open tools, workshops and tutorials or training sessions, and raising general awareness of the problem.

Discussion

· As for the needs of science driving the effort to increase the bandwidth, it works both ways. It’s a necessary but always overly conservative first step, and scaling was small in the beginning until scientists saw that they could do better science with a more ambitious roadmap. 

General Discussion

· There’s a method in prototyping, like NIH doing the brain first. People advancing the field are first other kinds of scientists (neurologists, particle physicists), and second, computer types. And, because they are willing to share their time and experience, there aren’t any real barriers here. 

· Procurement activities affect the time scale because if it takes 2 years to acquire what you need to start, the technology will have changed.

· Earth science is often ephemeral, e.g., if you miss a particular point in a hurricane, it won’t come back. 

· We must identify in the next few meetings what is different about Earth science.

· One of the common threads in the successes was the ability to get an abstraction to separate the technology from the goal. No one said, “We’re going to build a technology,” but, “If we’re going to get to a certain point, this technology must be built.” It’s user-driven.

· The Earth experiment cannot be repeated because there are no decision-support systems to keep it alive. We are moving from a naturally controlled Earth to human-controlled cities—a huge responsibility for an evolved planet, evolved life. It’s as spiritual and mysterious as, “Is there life elsewhere in the universe?”

Grid Technologies for Earth Sciences—Walt Brooks, Ames Research Center

Grids provide the intelligent cyber infrastructure to dynamically integrate independently managed computational resources, data archives, and scientific sensors and instruments; and to build large-scale collaborative problem-solving environments that are cost effective and secure. Grid software is middleware.

CICT computing information was a forerunner to the Grid, in which Ames (where Ames half believe in the Grid and half don’t) was involved. Ames had intended to develop the Information Power Grid (IPG), but oversold it. ECCO’s processors, memory, management, and cache have all improved to enable capturing many times increased amounts of data. Now at Ames they want to sort through the test beds, grow what works, and discard the rest. NASA has some strategic issues that could impede implementation of Grid technology, so Ames is interacting to poise NASA for information technology in the next 5 to 7 years, preferably by developing the minimum and exploiting other people’s developments. Ames proposed a test-bed program to build the first high-performance computing (HPC) platform and is looking for interested parties to test-bed. 

Grid technologies are so important to NASA because they allow users to easily use data and computational resources, and they support self-describing services and supports single sign-on to allow users to securely use their data. NASA has developed the information power grid that encompasses computational resources at several NASA labs, and ARC is evaluating emerging technologies. The vision is to make the practice of large-scale science and engineering, as well as other widely distributed data-intensive NASA activities, much more effective than it is today. The continuum of activities moves from computer and data resources, to Grid management services, to execution management services and data management services, to application and user-oriented services. Resource selection is important so the user doesn’t have to adapt to all resources, but only the ones needed. 

Grid technology is a core set of software which can be taken where it’s needed:  At Ames, with the Forest Dynamics Project, they are using CFD (computational fluid dynamics) modeling, to look at airflow dynamics. JPL is using QuakeSim. Grid software was installed at George Mason University for ARC integration of the Open GIS Consortium and Grid Technology for Earth Science Modeling and Applications. LaRC Atmospheric Sciences Data Center Distributed Generation of Earth Science Data Products is using grid subsetting for the series data. TRMM data were replicated from data at Ames to transfer meso-scale data to Langley.

Issues to be dealt with in this environment are:  programmatic—as NASA reinvents itself and moves toward exploration, everything else must be redefined; technical—single sign-on is a good first step; accounting—how much and who’s paying?; and security.

Discussion

· Using large NASA clusters for networking is the real promise of the Grid, and Condor software will do that. Raw supercomputing applications are not the best value of a Grid—e.g., for climate simulations, air and oceans move around. To figure out what went wrong with the Shuttle, they ran 1000 versions of the Shuttle flight to get the exact rotation and velocity; the Grid could eventually do that. After Columbia crashed, data retrieval was one of the biggest problems because they hadn’t gone back to capture the tests on new technology. 

· NASA should enlist a team to start dreaming about the big problems and find an Earth science problem that lends itself to Grid solution. We seem to be pursuing too many small-scale problems. Most examples presented were tools for R&D for complex science. All speakers discussed 3-layer technology. Ames does research in all 3 layers, but no longer has people to continue that. Furthermore, homogeneity of the grid is an ongoing problem, but a set of R&D research applications does lend itself to Grid solution. 

· Much that was presented had to do with getting data from libraries, whereas data-mining is more relevant for NASA.

· We need capacity with capability. Now the prospective user must negotiate with other agencies to use their machines, and time to solution absolutely matters in some cases. The power of thinking distributively means that no single center is the focus of this universe, but probably no calculations are now sharing machines. 

· Nevertheless, the Grid isn’t a substitute for a powerful, single, highly connected computer, when that’s what the science requires. Grid computing can be considered from a Web services perspective, or as a computer utility—these are 2 different models suited to different applications. 

· Other groups clarified the science first and then sought the technology to solve it. Once you the Grid is available, you get the Grid to find the data you need. We need to let this sink in and imagine what the science is that in this information environment would be high priority, science you can’t do now because of lack of technology. Web service is a little more subtle and a much more powerful environment for doing science.

· If dedicated lambdas are established between Goddard, JPL, and Langley, usage will be determined by their desire to do better ocean modeling.

· We could agree that there will always be a need for big computing centers. Through some centralized resource, an Earth science database could be put together that could produce much higher-level products that merge many kinds of data, and that will then produce unswallowable amounts of data (one trial running for 5 hours produced 10 gigabytes). Grid services are the tool to analyze that. Commercial companies could produce and sell these tools. There are 2 separate pieces—one has to be centralized and the second deals with the output, which is where individuals or a company could come into play for their own research or commercial applications. 

· All systems described had very active domain scientists involved. Web service might be applied to the continual updating of datasets, perhaps on a subscription basis. The framework will support many different services—geographic knowledge; collection of all measurements; geography, both descriptive and processes; data models; maps and visualizations; and the metadata, the context that allows definition of the first 4. All 5 can be distributed in a grid. Other resources are shared and available so you can publish your data and also can produce and share your model; you can also share the semantic data model. This is a way for the Earth science community to think about organizing distributive resources and provide the underlying infrastructure.

· Just being able to access different datasets will be incredibly useful, although it may not be a high-level service. E.g., with genomics, the Biology Workshop brought together all the data and standardized it; it’s now Web-interbased. That technology is 5 or 6 years old. The notion of workflow in which you don’t ever have to worry about a file is a gigantic time saver.

· Astronomers defined their problem:  access to data. IT people deployed their wisdom to solve that problem. This is an instance in which scientists described their dream well enough for the IT team to solve what was solvable.

· Output can start in the lab with Linex clusters, where you do parallel storage at high speed, getting scalable displays. Tiling LCDs (high resolution screens) with as many as 40 million pixels (a 75 million-pixel screen is underway). “Bit blip” has to be rethought on very large scales. Earth science is the driver for these projects. 

Speed of the network is important, but even more important is making the network as predictable as the computers attached to it. 

February 19, 2004 

Summary of Previous 2 Days—Jean-Bernard Minster, Chair, SIO

Dr. Minster summarized yesterday’s presentations of current technology at various facilities. EOSDIS is a major success, its capacity to process and generate data unprecedented (demonstrating that it is not true that other agencies’ progress has left NASA light-years behind). However, the landscape in which we operate is changing rapidly, and the question now becomes, how to direct this success into the next decade. That and mechanisms to allow technology infusion into the Enterprise are today’s subject. 

In the IT world, if something works you use it; if it doesn’t work, it disappears. In that sense, the road goes wherever it goes, so, rather than a roadmap, we need a good driver to be able to allow innovation from many different quarters and to achieve the right balance between blindly following a predetermined map and blindly following an unknown road. Within a year, we need to have devised a management plan for science, technology, and applications. 

Two other subjects for today are characterizing the user population (which answers a question raised at the last meeting in Washington, DC); and a discussion of life with the Grid and how we incorporate that into the data management plan. (Dr. Minster received 20 responses yesterday’s request.) 

Dr. Minster elected to proceed with his summary of the ESISS meeting by having three items presented to ESSAAC:

· ESE Organization and Budget Structure by Doug McCuistion

· EOSDIS Users and Usage Overview by Vanessa Griffin

· Technology Snapshot by Tom Yunck

EE Organization and Budget Structure—Doug McCuistion, NASA Office of Earth Science

Mr. McCuistion presented and explained the Earth Science Enterprise organization chart. The Ground Systems budget is incorporated within 4 major divisions (Research Division, YS; Applications Division, YO; Program Planning and Development Division, YF; and the Business Division, YB). 

NASA’s $1477 million budget is divided among:  advanced concepts ($280 million, of which technology gets ~$80 million); operations ($322 million, including flying spacecraft); development ($351 million, including spacecraft development and the bulk of the Grounds Systems budget); and research ($523 million). The Earth Science Enterprise budget profile features:  science data processing (38%); DAACs (15%); ground networks, include polar networks (11%); mission operations (i.e. flying space craft); EOS operations (e.g., Terra, Aqua); computational sciences (primarily out of the research budget); data access (access tools that allow interoperability), primarily ECCO (~$3 million).  It is difficult to determine how much investment there is in new technologies because new technologies are supported by more than one line item, e.g., older tool (EDG) and newer tools being developed and operated— each is supported by more than one line item, some by REASoN, some by DAACs, some by SIPs.  This is in part by design in an effort to prevent each new technology from becoming an entity unto itself, rather than a tool to be used for various research projects. NASA wants to ensure that whatever is being developed is being developed for a purpose.

Discussion - 

We are not engaged in a budget exercise, but are determining and clarifying the actions to get to the new world discussed yesterday while retaining the good things from our old world. To do that we need to understand components of the budget to see the capacity of the system to accommodate proposed changes and projects. The budget chart shows the lower bound. We need to invest enough in the appropriate tools to take advantage of opportunities. Instead of focusing on the numbers, we should figure out what we should be doing over the next decade and then whether we can financially support it, rather than looking at the budget and deciding what we can afford to do with existing funds. We have to know where the technology is going, but also have to be realistic about available monies. The USGS change in its informational architecture from only data download to a service orientation to the community should inspire NASA.

EOSDIS Users and Usage Overview—Vanessa Griffin, GSFC

This study of the users of the EOSDIS and their usage of the data is the first derivative study. For this purpose, they defined users by their unique e-mail address or by their name provided when downloading information. With this method, some people must have been counted twice while others were not counted because they used the same e-mail address as other users. Another shortcoming is that these data only from DAACs, so this analysis represents only about 70% of users; about 30% of users come through federations or Earth science information partners (ESIPs). The knowledge gained will inform the strategic decisions regarding the evolution of the Earth Science Enterprise data and information systems to meet the changing needs of the user community.

During FY2003, 2.1 million unique users accessed the database, of whom 228,000 received data and information products. Of recipients, 17,000 placed an order and the rest used immediate access products; 78% were first-time users. They downloaded or received 29 million data and information products. Total number of users fell in 2003, but the general trend is to increase. About 40% were from countries other than the US (~139 countries). The number of products has increased significantly for all levels (1–4). About 40% of the products were distributed to researchers at universities. More and more users are ordering higher level products:  ~70% of users order L2 and L3 products. Now we have totally validated products, and more and more people trust the calibration, and products are more easily accessible. 

They tracked use by U.S. government, U.S. education, U.S. commercial, and international users from 2000 to 2003. All domains ordered more and more high-level products. Now new users are looking for higher level products. Average number of products per order is 5 granules (20 files of about 40 megabytes per file). (The system limits the number of files that can be ordered at one time.) For all products, deliveries on media (CD-ROMs, tapes) decreased from ~75% in 2000 to 10% in 2003. Staged electronic (FTP) increased from 0 to 25%, but the real increase is in immediate electronic delivery (Web site), which increased from ~27% to 65%. In 2003, 58% of products were distributed immediately, double that in 2002. From FY1996 to FY2003, the number of products delivered by the DAACs has increased from ~2000 to <25,000. 

Each DAAC has strong outreach programs, voluntary feedback buttons on Web sites, and records of calls to the DAACs. The EOS Science Working Group on Data was convened for users to share their experience of ordering and using data, barriers they encountered and how they overcame them. The ESDIS booth has been displayed at 24 conferences since 2001 (>97,000 potential users). Booth attendants report that more people are familiar with the products and systems; they ask more knowledgeable and defined questions; and interest among geologists is growing.

Feedback from DAACs-users engendered the following conclusions:

· ESE needs to focus on increasing timeliness of data products.

· Users have trouble downloading large amounts of data. ESE should look at providing more services designed to help users locate and retrieve only the minimal amount of data they need to their application.

· Despite increased usage of higher level products, ESE will have to continue serving lower level data products to users.

· ESE should consider expanding use of data pool–type approaches for satisfying the temporary demand for these “popular data sets.”

· DAACs need to work directly with customers. Limited bandwidth at customer sites is a key delivery problem. This type of direct user support is not likely to be automated. 

· Many customers would like to establish mirror sites for data in their region or continent and have placed orders for very large amounts of data to do this. ESE will consider establishing formal agreements with other countries to ensure continuity of service to their users. ESE should continue to explore methods of delivering very large amounts of data to a few user sites.

Next Steps

The Earth Science Enterprise will use the lessons learned from this and future assessments to inform our strategic thinking as we plan for the overall evolution of the Earth Science Enterprise data and information systems. Future studies of users and usage will incorporate information from all Earth Science Enterprise–funded data activities. In 2004, the Earth Science Enterprise will develop processes for obtaining information directly from users on how they are using Earth science data; ESISS will provide advice on methodology. They will spend more time getting information on who the users are and their needs.

Discussion –

Both ESSAAC and ESISS were pleased with this response by ESE to the action given at the last ESSAAC meeting.  ESSAAC’s objective – that NASA learn from an assessment of users and usage—appears to have been accomplished.  The Committee encouraged NASA to continue in this vein. 

Additional and Emerging Systems Technology Snapshot:  Scalability and Longevity, Resource Allocation—Tom Yunck, Jet Propulsion Laboratory

NASA shaped its Earth science program into 3 broad phases:  characterization, understanding, and prediction. Today 12 to 15 platforms spew out hundreds of terabytes of data daily—the problem is no longer lack of data, but lack of ability to extract the essence from that data. Accurate prediction is an important issue for information technology. However, e.g., in predictions of global warming the various sources of data don’t agree over time. The challenge is locating the right products; being able to select, query, subset, and customize data; retrieving large data volumes swiftly; fusing diverse, incommensurate products; visualizing massive multidimensional data; discovering knowledge; and finally predicting, which involves data assimilation and Earth science modeling. Compounding the problems of volume, the learning curve for each system of data collection is significant.

This field began with a huge mainframe computer and has moved to desktop work stations connected to the Internet. Through the Internet, vast systems can be combined and used as one through the individual computer, so the individual effectively has global-scale computing power at the desktop. The emerging paradigm is the concept of the Global Grid using visual programming—drag-and-drop icons to create end-to-end research flow in hours rather than years of writing code. Through such a system, you might call up the “iEarth Setup” page to specify region, height, time, etc., and define measurements (currently there are several dozen NASA Earth measurement sets), customize, summarize, analyze, summarize, visualize. The open-source system would allow investigators who use the system to write their own summaries. The program could be set up in an hour or so, whereas, previously it would have represented years of work. Emphasis will be on 3-dimensional animations. Active areas of research that apply are (in order of importance):  decentralization, the Global Grid, peer-to-peer, machine-to-machine, automated work flows, distributed execution, dynamic load balancing, grid Web services, multi-scale integration, and plug-and-play software. Logical name bases will continue. But, the migration of these things into the Grid is new, and central to all this is proliferating peer-to-peer exchange networks.

Emerging system technology is going to flat (non-hierarchical), decentralized storage (depending upon demand for the products), discovery, and distribution, so information can be found in the manner of a Google search. Data mass transit will occur via a dedicated optical fiber, the National LambdaRail. Multicasting and decentralization avoid putting so much stress on particular fibers, and with the Grid, people will be sending dramatically smaller amounts of data, because they will retrieve only what they need and not entire sets.

One can access the powerful visualization tools through the Web (e.g., Mapserver, Viewer.digitalerath.gov). With the Grid, information will be synthesized on the keeper’s supercomputer. (JPL and NASA were once the best in digital enhancement and visualization technology, but their workers went to places like Disney; now they are coming back, but with new expertise.) NASA’s missions-to-measurements theme intends to fuse the various ways to measure the same thing. Many advanced algorithms extract knowledge from data sets. New to this field is the focus on enabling usability through, e.g., optical correlators and hardware neural nets for rapid image analysis, complex data mining and analysis, multi-level mining, and highly iterated interactive analysis (GENESIS/SciFlo).

Environmental prediction, understanding Earth systems, is the desired endpoint. To achieve it, we must have readily coupled, mixed-scale Earth system models, e.g., integrated modeling environments like the data assimilation SERVO grid for earthquakes; linked environments for atmospheric discovery; common component architecture; and high-performance computing. An “Invisible Hand,” an intelligent autonomous grid agent, will organize the loosely coupled Grid. But first we need information about all components of the Grid, which implies that the creators are willing to have their information exposed and proliferated for the world—openness is key to making this system work efficiently. 

In sum, the instrument team defines the data collected and they broadcast it, but they no longer control its use. Data quality must be rigorously enforced, and none of this will go anywhere until effective standards emerge. Many standards activities are underway, e.g, NASA Data System Working Groups.

Discussion

· A number of other disciplines are already building on the concept of grid technology. The issue of peer-to-peer data sharing and the Grid’s capability is more problematic. Much of the interface (visual programs and servers talking to each other) could probably be executed over the next year. We are a couple of years away from being able to begin such a system, which committee members and participants will want to be involved in. But, we are now proceeding in a fragmented way and we need to bring these things together. We need to take an example, pool our resources, coordinate our activities, and produce a model. JPL can demonstrate the process, but their model won’t be the version to be released to the world. It might cost ~$10 million over 3 years.

· When we embarked on the Federation, we premised it on the idea that if you give the participants the power to move they will show the way—the whole must be greater than the parts. We’ve had successes on individual projects and we need to put those pieces together to move forward. To facilitate this, Federation members are interested in devising a plan.

· The more easily flowing data will also come with problems, e.g., viruses. But more important is the insidious problem of the garbage that creeps into data and is then unwittingly proliferated, and a huge Grid could facilitate this. To control the data, it must be possible to get back to the original data set if data become corrupted. Moreover, we need to consider the ethics of Grid use. One role for the DAACs will be vetting the data, putting the government stamp of approval on it. 

· We should be cautious about overselling certain aspects of Grid-enabled science. There will probably be standard sorts of processing that people will want to do and there’s an evolution of refinement and acceptance.

· Europeans are doing many of these things in parallel, and linking to some European sites over the TransPac net would be an easy way to get cross-linking with the European grid.

Tom (and Bernard) will talk with cognizant folks to get a plan (however modest) to move forward for the next ESSAAC meeting. We’re looking for a logical next step that represents different parts of the community. Research in systems integration has already been done and should be instructive.

TRMM— Soroosh Sorooshian, UC–Irvine [by letter]

Before proceeding to the next information infrastructure topic, the Chair introduced a new item.  He had received a letter from Dr. Soroosh Sorooshian (Chair of the Global Energy and Water Cycle Experiment Science Team) asking ESSAAC to look into NASA’s plans for operation and deorbiting of the Tropical Rainfall Measuring Mission  (TRMM).  The GEWEX science team’s interest is in seeing TRMM operations extended.

Dr. Asrar described NASA’s plans for TRMM.  NASA is committed to safely de-orbiting old satellites.  Those satellites with pieces that would survive are larger than 8 meters square required a controlled de-orbit, a decision which is made before launch.  De-orbiting TRMM has been under discussion for the past 2 or 3 years. TRMM, the joint United States–Japan effort that surveys rainfall over the Earth’s mid-region where population densities are greatest, didn’t need as much fuel as expected and has already lasted twice as long as expected.  It must be de-orbited safely while allowing it stay in orbit as long as possible. The Earth Science Enterprise would like to keep it up measuring precipitation as long as possible, however, TRMM does not have enough fuel to maintain it until GPM is launched and still safely de-orbit.  NASA is still considering the options— different orbits, different trajectories. 

ESSAAC members agreed that NASA is pursuing a reasonable course of action in defining options and plans for TRMM operations and safe de-orbit.

ESE Data and Information Management Plan—Matt Schwaller, NASA HQ

The Data and Information Management Plan (DIMP) is intended to fit within the context of the strategic plan. It will guide for the next 3 to 5 years implementation and lay out approaches, but not detail the process of implementation. A small team outlined the DIMP. Tuesday ESISS members responded, and Mr. Schwaller incorporated their comments. Mr. Schwaller would like ESSAAC members’ more detailed review; John Townsend volunteered to work on this. By the end of March, a revised annotated outline should be ready; by the end of May the writing team will have generated draft V0, and by end of June, V1.

Mr. Schwaller described the draft outline of the plan as presented to ESISS on Tuesday, and also described the key comments made by ESISS members.  The following is a section by section review of the outline  and key ESISS comments presented to ESSAAC.

Section 1 introduces the vision for the Earth Science Enterprise’s data management. It will be fine, with the addition of Mark Abbott’s comment about growing user expectation of robust Web-based and Grid-enabled services. The plan should reflect the vision of an integrated system, uniting sensors, archives, computing resources, etc. as services on a global Web. It should not be based on the current paradigm, which treats separately as services, not functions, missions, product generation, archives, etc. The plan should discuss an architecture and management structure that allows new technology components to connect with existing systems. 

Section 2 describes each of the core Earth Science Enterprise data management functions. This section should build on the theme of stability and innovation, perhaps mapping this these into the 4 (now 5) functions. It may be better to define a set of mandatory principles (the core mission) that are needed rather than focus on functions—e.g., data stewardship, data security—to optimize the use of computing resources, i.e. evolve-ability and adaptability.

Section 3 ties the Earth Science Enterprise data management functions to science drivers.

Section 4 defines the current state of each capability and provides a roadmap. It should emphasize the balance between stability and innovation. It should also define which parts of the Earth Science Enterprise data systems require stability or stewardship; in other words, which part of data systems need to be conservative and which are ripe for introduction of new technologies. Section 5.4 should be moved into Section 4 to describe innovation and infusion and the method and process for introduction of new data management innovations. The need for continual investment in prototypes should be emphasized. Additional goals are:  cost efficiency, maintenance of fundamental services (e.g., authentication, provenance, usability, stewardship). Some members question the utility of roadmaps as a methodology for this report. Certainly we should ensure that data roadmaps trace to science roadmaps. For partnerships, we will include private sector involvement.

Section 5 describes Enterprise policies for strategic investments. It will be revised in concert with Section 4. Investment and infusion should include COTS and should be influenced by user needs and distributed computing. It should tell how the heterogeneous environment will be managed and governed and should engage interdisciplinary groups (GEWEX, etc.) in planning. The plan must allow for a smooth response to disruptive change.

Section 6 concludes with an approach for measuring success.

Discussion

· The document needs a new title.

· The term “integration” is used loosely.

· Many activities described as activities of the future should take more account of what’s happening in the private section. Using COTS is an example:  DAACs found that if you rely on COTS you develop a new set of problems because COTS tend to be hardware dependent and built with planned obsolescence—costs not always budgeted for. However, capturing the concept as a methodological process tends to filter many of these issues. When the real advantage of COTS becomes apparent, the role of COTS vs not COTS becomes a detail.

· The need for user services is ever-present, but technology fads are problematic. Users want to push managers into using them, so data managers must be selective. 

· A waterfall approach is no longer used; a rapid prototype is more helpful because a prototype lives or dies on its merits. A prototype built with COTS tools is expensive initially, but it results in a nearly finished product.

· However, government procurement law impedes using COTS, but the problem is solved with soup-like contracts that allow COTS vendors, or with the open-source principle. CRADAs (joint investment, but no money exchanged) are an example, but the agency and the contractor both have to have a desire to make it work. A statement of principles should encourage adopting partners from the COTS sector whenever possible. That would obviate the long-term maintenance (with contractors) involved when you build a custom, one-of-a-kind system. Jack Dangermond will draft a couple of paragraphs about this and e-mail them to Matt Schwaller.

· Grid software is no different from Web services software. There’s a set of emerging software—middleware—that enables software systems. NSF couldn’t have survived the demand for user support for Mosaic if Netscape hadn’t spun it off. Another example is ECHO—why are we spending a billion dollars rebuilding ECHO when at least 5 commercial venders are offering such a product for $10,000? 

· The education plan has just entered the roadmapping discussion and should be linked to the management plan. There’s a large application in the educational arena, and ESSAAC should have a briefing from them at the next meeting. 

· The flow going the other way should not be overlooked. The user community reviled HDF by some years ago, but lately the earthquake simulation has shown it to have been more useful.

· We want to make the connection that EOSDIS is not an end in itself, that our planning flows information where it is needed. 

· We have to be more explicit about NASA support for computing and simulation in general. Some changes and real advances are going on in NASA, but the focus has been lost over the years. In this you’re not dealing with constructing satellites that generate data; supercomputers also generate data, but they don’t get the attention satellites do. 

· The computing side is being dwarfed by data volume. Yet, none of the data can be understood without complex programs to run the data.

Summary—Larry Smarr, UCSD, Chair

ESSAAC Executive Secretary Greg Williams presented a brief set of charts summarizing the highlights of the Committee’s discussions thus far.  This led to identification of topics to be addressed in the next meeting.

· Discussion of ESE vision; 

· (retitled) Data and Information Management Plan;

· ESTO is tasked to present to ESSAAC on ESE-wide investments in information technology at the next meeting;

· Bernard, Tom, and Martha will talk to key members of the community to get a plan (a written deliverable) for the next meeting for future prototype efforts;

· NASA should plan to discuss science-driven priorities for computational modeling at the next meeting (ESSAAC want to be sure this doesn’t get lost between the Research Plan the DIMP);

· Education plan and progress (including information flow issues).

Research Plan Update—Jack Kaye, NASA HQ

Updating the research strategy (devised in December 2000) builds a strategy around change questions, incorporating science focus areas as the primary organization for Enterprise research. They want feedback from ESSAAC members on their Research Plan Outline (this is a plan, not a strategy). They will begin with a short introduction explaining the questions. Focus areas around which roadmaps are built will become more important and will involve generating new text. They want to delineate the role of NASA centers and university participation and the data systems brought to bear. The plans for the segments must be consistent. For this they need feedback from ESSAAC members. Implementation priorities will be largely the same. For the relationship to other programs they need feedback. Interdisciplinary areas (e.g., aerosols) must be addressed because they fall in more than one science focus.

The plan draft was circulated in September 2003 for comment. In January 2004 review and comments by NASA center representatives; February 26-27, 2004, a workshop with NASA center representatives and selected university investigators will provide feedback. By April or May 2004, they will have a draft for formal review, and by June or July 2004 final revisions will be made.

ESSAAC participation is needed to review and comment on interim drafts, paying particular attention to linkages between science focus areas, considering consistency with the CCSP strategic plan, and providing leadership in community review and comment. (Several ESSAAC members volunteered to help.)

More and more, a common infrastructure will evolve for what in the past have been completely separate services. However, the middleware will also be common, which is a new concept. The big change in the last 15 years is that supercomputers must be thought of as supernodes integrated into this Grid, and not isolated entities. We aren’t getting enough focus on simulation and the computing community’s science requirements. Science will require both things, but in an integrated way that we have not previously had. Methodological issues emerge from the science issues. Such a plan will lay out the priorities, but not the money.

Applications Plan—Ron Birk, NASA HQ

The better part of the applications plan is in review, and after they incorporate those comments they will be ready for ESSAAC review. They need help in two areas. Observations coming from missions and predictions coming from models are covered, but research conducted under grants is not covered. The other area was ESSAAC’s direction of a year ago—community input. This must be balanced to support management and policy decisions. 

Education Plan—Ron Birk, NASA HQ

The Education plan was developed and reviewed (and signed off) within NASA and the Education Program, but, it would be valuable to get ESSAAC review. (The text is on Web and a hard copy was sent last week.)  How to assess the effectiveness of mechanisms they’re putting forward for education constitutes a huge research area. The plan focuses on goals and objectives and the approach, which is fundamentally a systems approach.

Technology Plan—George Komar, ESTO

The ~30-page Technology Plan (updated from the 1999 plan) should be drafted by May 1. Grid discussions will have to be incorporated into science requirements, and they have to address information pieces and show how they fit in. Mr. Komar would like ESSAAC members’ input. 

# # #

The next meeting may be in July. Dr. Smarr will e-mail the membership to determine availability. The meeting adjourned at 12:30.
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Lunch w/ Invited Speaker – Scripps/John Orcutt
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What Makes a Modern Grid? (cont’d)




1:00—3:00

Mark Ellisman 
   UCSD 
NIH’s Biomedical Informatics Research Network

Carl Kesselman
   USC-ISI
Globus – the Middleware  of the Grid

Harvey Newman  Cal Tech   
The Global Particle Physics Grid 


Jim Gray
   Microsoft  
Worldwide Telescope Data System
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3:00—3:20

The Future of Grid Implementation at NASA (TBD)


3:20—3:50

Overview of NASA’s Information Infrastructure



3:50—5:00



Adjourn







5:00

Day 2 February 19

Presentation of Data Management Plan Outline



8:00—10:00


& Committee Discussion
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10:00--10:20

Meeting Summary & Committee Deliberation



10:20—11:00

Progress on Other ESE Plans





11:00—12:00

Adjourn  
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Material Presented at the Meeting

ESE Status—Ghassem R. Asrar

Technology Subcommittee Report – Fawwaz Ulaby

Data Grids, Digital Libraries, and Persistent Archives – Reagan Moore

NSF’s Orion Ocean Observatories – John Orcutt

NIH’s Biomedical Informatics Research Network – Mark Ellisman

Globus – The Middleware of the Grid – Larry Smarr for Carl Kesselman

Networks and Grids for Science and Global Virtual Organizations – 

Harvey Newman
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Technology Plan – George Komar
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